
  

Inferred Profiles: Examining How 
People Understand and Control What 
Algorithms Infer about Them 

 

Abstract 
In privacy research, an important and understudied 
audience of social media users are scientists and 
entities conducting social media surveillance. These 
groups often collect large amounts of public data to run 
through various algorithms to build inferred profiles for 
individuals – i.e. information about the person that they 
did not explicitly share. These inferred profiles are used 
for tasks ranging from conducting social science 
research to tracking protesters. Yet, there is little 
research on how people understand and can best 
control these inferred profiles given that there is often 
no direct benefit to the user of these inferences and 
sometimes quite negative consequences. In this 
position paper, we 1) motivate and outline important 
research questions regarding how people understand 
what can be algorithmically inferred about them, and, 
2) discuss the design of tools to support more educated 
decisions about what people share online in the context 
of inference algorithms. 
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Introduction 
With the rise of social media and greater sharing of 
personal content on the web, there has been much 
research on how people envision and manage privacy 
concerns online. For instance, researchers have studied 
what leads to individuals sharing information that they 
later regret [17], how well people estimate their online 
audience [3], and attempts to conform to norms as 
people navigate the complex ecosystem of social 
networks [19]. This research has largely defined a 
user’s audience as the other people who are viewing 
her/his photos and posts. When research addresses 
how individuals think about other audiences when 
engaging with social networks – e.g. the social network 
companies themselves – it has largely focused on 
individuals’ willingness to exchange information for 
some perceived direct benefit (e.g. privacy-
personalization paradox [2]). 

However, this past work largely ignores another 
growing audience of social media activity and content: 
entities engaged in social media surveillance and 
quantitative researchers whose goal is to leverage a 
user’s public social media information to build an 
inferred profile about the user. For instance, the 
company GeoFeedia [13] tracked Black Lives Matter 
activists on sites like Facebook, Twitter, and Instagram 
and provided this data to law enforcement agencies. 
Similarly, social media users in China have to find 
creative ways to post human-interpretable messages 
that allow them to discuss sensitive subjects while not 
triggering government detection or censorship [8]. 
Inversely, during crises, people broadcasting 
information and calls for assistance often want to be 
detected and correctly categorized by algorithms [16]. 
The Obama administration gathered input about key 

policy concerns from Twitter [6] and other firms 
continue to analyze this public discourse (e.g. [18]). 
Within the literature, researchers have used public 
social media posts to build, refine, and apply algorithms 
that can effectively infer user characteristics such as 
gender [4], location [10], political affiliation [12], and 
interests [11]. 

Researchers and entities engaged in social media 
surveillance differ from the audiences typically 
considered in privacy work in that they are neither 
traditional social network contacts nor a company 
seeking to improve the user’s experience. Instead, 
these audiences use algorithms that collect an 
individual’s public data and draw inferences for the 
researcher or entity’s own use and benefit.  

We believe that research is needed to understand social 
media privacy in the context of inference algorithms. 
Based on prior work investigating folk theories of 
algorithms [5,15], it is unlikely that users are aware of 
the inferential power of these algorithms. A user who 
follows Black Lives Matter activists though does not 
post related content may not recognize that these 
network connections alone are often used in inferring 
political leanings [12]. Likewise, indicating interest in 
seemingly innocuous pages like “Thunderstorms” or 
“Hello Kitty” has been used for predicting intelligence 
and emotional stability, respectively [11]. An 
individual’s inferred profile is often largely based on 
what is known about related individuals and, in turn, 
each person’s actions affect what is inferred about 
others. This networked nature of algorithmic inference 
greatly complicates an individual’s ability to understand 
the algorithmic implications of their actions. 



 

In this position paper, we propose that this research 
should proceed in two threads: 

• Descriptive Research: Study how people 
understand their “inferred profile” and how to best 
support individuals who wish to control what is and 
is not inferred. 

• Tool-building Research: Build out the tools to 
give individuals access and a better understanding 
of what can be inferred about them. These tools 
should be action-oriented, helping users 
understand the implications of posting specific 
content or engaging in other activity on a social 
media site. 

Descriptive Research 
Much as Hamilton et al. [7] outlined key research 
questions around algorithmic interface awareness and 
understanding individuals’ folk theories about these 
interfaces, we wish to propose several key research 
questions around algorithmic inference awareness: 

• What folk theories do people have about the types 
of information algorithms can learn from them? 
How accurate is their understanding and how do 
they act on their theories? 

• What types of information do people want 
algorithms to infer and not infer about them and in 
what contexts? 

• How can people best support or protect themselves 
against these inferences? 

• How can we provide individuals with actionable 
feedback on their social media presence so that 
they can effectively adjust if they so choose? 

While research on the privacy-personalization paradox 
(e.g., [2]) has explored how people feel about 
personalization and the inferences that are made about 
them in that space, little work has explored how 
individuals feel about the inferences that are made by 
outside groups and that do not have direct benefits 
such personalized experiences. How individuals 
navigate privacy in this context will likely be variable 
and domain-specific (e.g., thinking about health data 
differently than political affiliations), so research will 
have to proceed carefully and be careful to not gloss 
over domain and individual differences. 

Like many in the HCI research community, we have 
conducted research on the potential benefits of social-
media-based inference. For instance, we have explored 
how to identify social media users local to an area so 
that researchers might more appropriately study 
phenomena such as societal happiness [9]. This work 
has also raised concerns about the negative uses of 
algorithms to track and make inferences about 
individuals through their online profiles. We believe that 
there is great opportunity to bring together those of us 
working in the inference algorithms community with 
those in the privacy community to guide research that 
bridges this space.  

Tool-Building Research 
Whereas access to privacy settings on social networks 
is largely improving, attempts to give an individual 
control over their “inferred profile” have been limited. 
For example, ProPublica recently explored what 
Facebook can infer about its users. The researchers 
provided a Chrome extension that directs users to a 
page provided by Facebook that lists some of the 
inferences that Facebook draws internally but noted 



 

that Facebook exposes very little of the data that they 
actually have about individuals [1]. Kulshrestha et al. 
[12], work appearing in CSCW 2017, explore political 
inference and bias on Twitter and laudably co-released 
a platform that exposes what their algorithm would 
infer about a user’s political leanings based on their 
Twitter network. Petkos et al. [14] describe a platform 
that they are building to provide feedback to a user 
about how much they are sharing and what could be 
inferred about them across several categories. 

Social media users (and researchers) still lack the tools 
to broadly surface and interrogate these inferred 
profiles. Petkos et al. discuss surfacing the data behind 
any inferences that can be made, but it is also 
important to expose in advance how new posts or 
actions might impact the confidence and conclusion of 
these inferences because APIs allow surveillance 
entities to stream data in real-time. 

Notably, we are aware that this is delicate work 
because providing inaccurate or underpowered 
algorithms could mislead individuals into believing that 
their profiles are inscrutable to algorithms. We are 
excited to contribute to the design of inference 
awareness and action tools, and we welcome feedback 
about the design of such a platform from others in the 
privacy community who have explored how to best 
support privacy awareness and action. 

Conclusion 
In this position paper, we advocated for the 
development of tools and research into how people 
understand and wish to control the inferred profiles 
built by researchers or entities conducting social media 
surveillance. We believe this to be an important and 

understudied aspect of privacy. As the HCI community 
has been involved in designing some of these inference 
algorithms, it is appropriate that we also seek to 
communicate the risks and benefits in an actionable 
and accessible manner. Given our background with 
inference algorithms, we consider ourselves well-
situated to undertake some of this work. We are 
excited to gather input from others in the privacy 
community to better understand how to balance the 
importance of privacy in the face of increasingly 
powerful inference algorithms with the benefits of open 
communication. 
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